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Full vehicle autonomy requires the interplay of numerous software applications. These applications are distributed amongst the computing nodes installed in a vehicle. Due to various requirements and constraints concerning, e.g., resources and safety, determining the assignment between applications and computing nodes is a complex task. This problem is an instance of the so-called *application-placement problem*, which is a well-known challenge in other areas like cloud computing. However, for handling the application-placement problem in the context of autonomous vehicles, only few approaches exist so far. In this paper, we introduce a framework for addressing the application-placement problem for the case of autonomous driving using a linear optimization approach. In particular, we introduce a software architecture for dealing with the application-placement problem along with an embedded solver, called APD. The latter is realized in terms of OR-Tools, an optimization framework developed by Google, to define a set of linear constraints and various linear optimization goals. Furthermore, our architecture also includes a component for deploying the resulting placement plans as well as a parallel-threads heuristic to improve computation time.
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1. Introduction

Since the introduction of motorized vehicles in the early 20th century, the task of operating these machines is the responsibility of the driver. In recent years, however, vehicles have been gradually equipped with an increasing number of driver-assistance systems. Modern vehicles are, among other tasks, capable of keeping the distance to a preceding vehicle, switching lanes on highways, and reversing into a parking space autonomously.

Due to the rapid technological development, it is feasible to automate the task of driving in the near future entirely. Such autonomous vehicles, which are also referred to as *SAE Level 5 vehicles* (SAE International (2018)), can enable many positive effects. For instance, they can induce an improved traffic flow (Fernandes and Nunes (2012)), result in a reduced amount of emissions (Morrow et al. (2014)), or provide mobility for elderly or disabled individuals (Fagnant and Kockelman (2015)). Furthermore, it is assumed that autonomous vehicles lead to safer roads (Maurer et al. (2016)).

To operate such autonomous vehicles, numerous software applications (Jo et al. (2014)), including, for instance, perception, planning, and vehicle control services, are necessary. These applications are distributed among the computing nodes that are installed in a vehicle. All these applications have different requirements concerning, e.g., the needed computing resources, libraries, and safety levels. However, the computing nodes offer only a limited set of resources. Therefore, it...
is not trivial to determine an assignment between applications and computing nodes. This problem is referred to as the application-placement problem.

The relevance of the application-placement problem is not limited to the area of autonomous vehicles. Indeed, the placement of applications to computing nodes is a well-studied topic in other areas. In particular, research in cloud and edge computing has addressed this problem in various publications, where the focus of these works is on optimizing different properties including, e.g., energy consumption (Li et al. (2009)), network traffic load (Alicherry and Lakshman (2012)), or resource utilization (Ben Jemaa et al. (2016)).

In this paper, we introduce a software architecture for handling the application-placement problem in the domain of autonomous driving. Our approach allows not only to solve the application-placement problem but also facilitates the deployment of the resulting placement. Initiating the computation of a new application placement can have different causes: for instance, the occurrence of a failure or a change in the driving situation can trigger the computation of a new application placement.

For computing solutions of the application-placement problem, which is a complex task as determining whether a solution exists is NP-hard, we implemented a solver, APD, based on formulating the problem in terms of a set of linear constraints, together with a linear optimization goal, and using the constraint-optimization framework developed by Google. Using a particular test setup, we show that the solving time of APD linearly correlates to the problem size in case a solution for the defined problem exists. However, in case no solution exists, the correlation between the solving time and the problem size is exponential, reflecting the inherent NP-hardness of the general application-placement problem. To address this, our framework incorporates a method that allows to define multiple variations of the initial application-placement problem, reflecting different priority levels, which are computed in parallel, whereby the solution space of the varied problems is larger than the solution space of the initial problem, giving rise to an increased possibility of finding valid solutions.

Previous approaches for handling the application-placement problem in the automotive domain include, for instance, the work by Pourmohseni et al. (2017), dealing with a dynamic task migration in case of changing resource constraints, the method of Becker and Voss (2015), who apply a graceful degradation to find a valid mapping after the occurrence of a failure, and the approach of Weiss et al. (2020) in which a graceful degradation and dynamic mapping is combined.

Our approach for handling the application-placement problem differs from these works as it allows the definition of multiple optimization goals, which makes it possible to employ our method in various scenarios, in particular for reconfiguring the system after a failure or after a change in the driving context.

The paper is organized as follows: In Section 2, we introduce the application-placement problem for our setting of autonomous driving. In Section 3, we present a software architecture to handle the application-placement problem and, in Section 4, we discuss our solver APD for the application-placement problem. Finally, in Section 5, we conclude the paper and discuss future developments.

2. The Application-Placement Problem

The task of determining the assignment between applications and computing nodes is referred to as the application-placement problem. In our setting, the input of this problem is a set \( A \) of applications and a set \( N \) of computing nodes, and the task is to find a function \( C \), called configuration, that maps each application \( a \in A \) to exactly one node \( n \in N \) such that certain constraints, defined in terms of a set of parameters, are satisfied. Moreover, in order to discriminate among a potentially large number of solutions, we utilize an additional optimization function that specifies which valid node assignment is desired most. Conceivable optimization goals are, e.g., maximizing the number of computing nodes that execute no applications, maximizing the redundancy of a specific class of applications, or minimizing the number of displacements after the occurrence of a failure.

For the application-placement problem that we consider in this paper, we define for each application the following parameters: (i) the memory demand, (ii) the CPU demand, (iii) the software requirements, and (iv) the function that the application implements. We assume that one application implements only one function (e.g., pedestrian recognition, map service, localization service, etc.) and multiple applications can implement the same function. For each function, we define the following parameters: (i) the priority, (ii) the level of redundancy, i.e., the minimum number of applications implementing the same functions that have to be executed, and (iii) the level of hardware segregation. Note that the system architect has to define the values for those parameters at design time. Furthermore, for each computing node, we specify the memory capacity, the CPU capacity, and the installed software.

The constraints a valid solution of our application-placement problem needs to satisfy are the following:

- \((C_1)\) An application has to be executed by exactly one computing node.
- \((C_2)\) The sum of the memory demands of all applications running on a computing
node cannot exceed the memory capacity of that node.

\((C_3)\) The sum of the CPU demands of all applications running on a computing node cannot exceed the CPU capacity of that node.

\((C_4)\) An application runs only on such a computing node which offers the software required by that application.

\((C_5)\) The applications that implement the same function have to run on at least a certain number of distinct computing nodes, i.e., the level of hardware segregation has to be satisfied for each function.

Note that, for safety-critical functions, hardware segregation is essential since it avoids that multiple applications of the same function are affected by the failure of a computing node.

From a computational point of view, solving the application-placement problem is a complex task. Indeed, it is easily seen that the version of the application-placement problem studied by Tang et al. (2007) is a special case of our variant and as the former one is \(NP\)-hard, it follows that our formulation of the problem is \(NP\)-hard too. In fact, \(NP\)-hardness follows from the fact that the class constrained multiple-knapsack problem (Shachnai and Tamir (2001)), which is \(NP\)-hard, can be encoded by a polynomial-time reduction to the application-placement problem.

### 3. A Software Architecture for Handling the Application-Placement Problem

For solving the application-placement problem, we designed a software architecture consisting of several individual components. Our architecture allows for dividing the responsibilities of the different components and thus keeps their complexity reasonable. Furthermore, adaptations of the individual components are in that way easier to maintain.

Overall, we define five different components: (i) a current-state reporter, (ii) a current-state determiner, (iii) an application-placement determiner, (iv) a reconfiguration-plan advertiser, and (v) a reconfiguration-plan executor.

The current-state reporter and the reconfiguration-plan executor are executed by each computing node installed in a vehicle, whereby the remaining components, on the other hand, are distributed amongst the installed computing nodes. Figure 1 illustrates the components as well as the information flow. Note that in order to increase the reliability, a redundancy and segregation concept for the components responsible for handling the application-placement problem is required. The idea is that the components illustrated in Figure 1 are executed redundantly, whereby the redundant instances are heterogeneous. Furthermore, the redundant instances are distributed amongst the computing nodes installed in the vehicles.

As mentioned before, the current-state reporter is executed by each computing node. The task of this component is to report the current state of the node to the reconfiguration unit. This includes information about the available resources and information about the applications that are currently executed by this computing node.

The information provided by the current-state reporter is used by the current-state determiner to obtain the current state of the entire system, containing knowledge about all available computing nodes, the placement of the applications, as well as the requirements of the applications.

The current system state is used as input for the application-placement determiner, which is the main component and the most complex one involved in the reconfiguration procedure. This component is also the point of entry for the reconfiguration procedure, for which the initiator unit notifies the application-placement determiner about the occurrence of an event that requires the computation of a new application placement. Such an initiation for computing a new application placement can have different causes, like, e.g., the occurrence of a failure, the request to start a new application, or the optimization of the system safety.
Once the application-placement determiner computed a new placement, it forwards this plan, as well as the system state that was the basis for the determination, to the reconfiguration-plan advertiser. This component computes, based on the received inputs, a reconfiguration plan, i.e., a set of commands that transfers the current state to a new system state computed by the application-placement determiner. These commands instruct a computing node to either start or stop an application.

The components receiving those commands are the reconfiguration-plan executors. Those components are responsible for executing the reconfiguration commands computed by the reconfiguration-plan advertiser.

4. Application-Placement Determiner Implementation

As mentioned before, the application-placement determiner, which is part of the reconfiguration unit, is responsible for determining the placement of applications. Therefore, this component determines the properties defined by the functions, the requirements of the application, and the system resources. Based on this information, the application-placement determiner computes a new application placement.

In this section, we describe the system APD, which is an implementation of an application-placement determiner. The solving approach implemented by APD is integer linear programming (Schrijver (1986)), a problem formulation which is restricted to linear constraints and objective functions. The framework used to specify our problem is the constraint-optimization framework OR-Tools, developed by Google and available at

https://developers.google.com/optimization.

APD is specifically designed to reconfigure the system after the occurrence of a hard- or software failure. In particular, the optimization goal implemented by APD aims for new application placements that require a minimal number of application displacements so that the reconfiguration actions can be performed fast.

4.1. Software Architecture of APD

As illustrated in Figure 2, the structural design of APD consists of the following three components: (i) the input preprocessor, (ii) the application-placement solver, and (iii) the solution processor.

The input preprocessor is responsible for transforming the current state information into a valid application-placement problem definition. Based on that, the input preprocessor creates a thread of four versions (including the original one) of the given problem definition, which have different solution-space sizes and are processed in parallel. The application-placement solver then attempts to solve these four problems in parallel. Finally, the solution processor selects the most desired solution and forwards it to the reconfiguration-plan advertiser. A more detailed discussion of this parallel processing is given in Subsection 4.4.

4.2. Formalization of the Application-Placement Problem

The application-placement solver determines an application placement based on a given system state, $S$, which is represented by a 9-tuple of the form $(A, F, N, R, \Phi, \Omega, \phi, \omega, \pi)$, whose elements are defined as follows:

- $A$ is the set of applications;
- $F$ is a set of functions, where each application $a \in A$ belongs to exactly one function $f \in F$;
- $N$ is the set of computing nodes;
- $R$ is the placement restriction function, which specifies whether a computing node $n \in N$ fulfills all software requirements of $a \in A$, defined by setting $R(n, a) = 1$ if $n$ fulfills the requirements of $a$ and $R(n, a) = 0$ otherwise (we write $R_{a,n}$ for $R(n, a)$ in what follows);
- $\Phi$ is the function which assigns each $n \in N$ its memory capacity $\Phi(n) = \Phi_n$ in megabytes;
- $\Omega$ is the function which assigns each $n \in N$ its CPU capacity $\Omega(n) = \Omega_n$ in cycles per second;
- $\phi$ is the function which assigns each $a \in A$ its memory demand $\phi(a) = \phi_a$ in
megabytes;

- $\omega$ is the function which assigns each $a \in A$ its CPU demand $\omega(a) = \omega_a$ in cycles per second; and
- $\pi$ is the function assigning each $f \in F$ the minimum number $\pi(f) = \pi_f$ of computing nodes $F$ has to run on, i.e., the level of hardware segregation of $f$.

Based on the system state $S$ determined by the input preprocessor, the application-placement solver computes a configuration function $C$ which specifies whether a computing node $n \in N$ executes an application $a \in A$ by setting $C(n,a) = 1$ if $n$ executes $a$ and $C(n,a) = 0$ otherwise. Similar to the representation of the placement restriction function, we will use $C(a,n)$ to stand for $C(n,a)$.

Since all elements of the configuration function $C$ are binary, at most $2^{|A||N|}$ potential solutions exist. Valid solutions, however, must satisfy constraints $(C_1)$–$(C_5)$ from Section 2, which can be modelled in terms of the following linear constraints:

**Constraint (C1):**

$$\forall a \in A : \sum_{n \in N} C(a,n) = 1.$$  \hspace{1cm} (1)

**Constraint (C2):**

$$\forall n \in N : \sum_{a \in A} \phi_a \cdot C(a,n) \leq \Phi_n.$$  \hspace{1cm} (2)

**Constraint (C3):**

$$\forall n \in N : \sum_{a \in A} \omega_a \cdot C(a,n) \leq \Omega_n.$$  \hspace{1cm} (3)

**Constraint (C4):**

$$\forall a \in A, \forall n \in N : \text{if } R_{a,n} = 0, \text{ then } C(a,n) = 0.$$  \hspace{1cm} (4)

**Constraint (C5):** To express this constraint linearly, we introduce an ancillary variable $h_{a,n}$ for each application $a \in A$ and computing node $n \in N$, which is defined as follows:

$$\forall f \in F, \forall n \in N : h_{f,n} = \begin{cases} 1, & \text{if } \sum_{a \in f} C(a,n) \geq 1, \\ 0, & \text{otherwise}. \end{cases}$$

With the use of these variables, we can formalize constraint $(C_5)$ by the following four linear expressions:

$$\forall f \in F, \forall n \in N : h_{f,n} = 0 \text{ or } h_{f,n} = 1,$$  \hspace{1cm} (5)

$$\forall f \in F, \forall a \in f, \forall n \in N : C(a,n) \leq h_{f,n},$$  \hspace{1cm} (6)

$$\forall f \in F, \forall n \in N : \sum_{a \in f} C(a,n) \geq h_{f,n}, \text{ and}$$  \hspace{1cm} (7)

$$\forall f \in F : \sum_{n \in N} h_{f,n} \geq \pi_f.$$  \hspace{1cm} (8)

Since the modeling of $(C_5)$ is not straightforward, we give an example to clarify its meaning.

**Example 1.** Consider a system state $S$ which defines two functions, six applications, and four computing nodes, as represented by $F = \{f_1, f_2\}$, $A = \{a_1, a_2, a_3, a_4, a_5, a_6\}$, and $N = \{n_1, n_2, n_3, n_4\}$. The applications $a_1$, $a_2$, and $a_3$ belong to functions $f_1$ and the remaining applications belong to $f_2$, where the hardware segregation level of both functions is 3, i.e., $\pi_{f_1} = \pi_{f_2} = 3$. Furthermore, the system state $S$ defines a configuration function $C$, as specified in Table 1.

We first consider function $f_1$: Since

$$\sum_{a \in f_1} C(a,n_1) = 0,$$

(7) causes that $h_{f_1,n_1} = 0$, and (6) yields that

$$h_{f_1,n_2} = h_{f_1,n_3} = h_{f_1,n_4} = 1$$

since $C_{n_2,a_1} = C_{n_2,a_2} = C_{n_4,a_3} = 1$. As a result, also (8) holds since

$$\sum_{n \in N} h_{f_1,n} = 3 \geq \pi_f = 3.$$

Next, we show that $(C_5)$ does not hold for function $f_2$: As $C_{a_4,n_1} = 1$ (note that also $C_{a_5,n_1} = C_{a_6,n_1} = 1$) and (6) has to hold, $h_{f_2,n_1} = 1$ holds. Since $C_{a_5,n_2} = 0$ (for $x \in \{4,5,6\}$ and $y \in \{2,3,4\}$) and (7) has to hold,

$$h_{f_2,n_2} = h_{f_2,n_3} = h_{f_2,n_4} = 0$$

holds. As a result, also (8) does not hold since

$$\sum_{n \in N} h_{f_2,n} = 1 \nleq \pi_f = 3.$$  \hspace{1cm} \Box

In view of this example, we can state the following result:

<table>
<thead>
<tr>
<th>$C$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$a_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$a_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1.: The configuration function $C$.  

\begin{align*}
\forall f \in F, \forall n \in N : & C(a,n) \geq h_{f,n}, \text{ and} \\
\forall f \in F : & h_{f,n} \geq \pi_f. \quad (8)
\end{align*}
Theorem 1. Given a system state

\[ S = (A, F, N, R, \Phi, \Omega, \phi, \omega, \pi) \]

satisfying conditions (I)–(8) and a configuration function \( C \), for any \( a \in A \) and any \( n \in N \), the ancillary variables \( h_{a,n} \) satisfy the following two conditions:

\[ h_{a,n} = 0 \iff \sum_{i \in a} C_{i,n} = 0 \]  

(9)

and

\[ h_{a,n} = 1 \iff \sum_{i \in a} C_{i,n} \geq 1. \]  

(10)

Proof. We first show condition (9). Assume \( h_{f,n} = 0 \). Towards a contradiction assume

\[ \sum_{a \in f} C_{a,n} > 0 \]  

(11)

(since, by definition, \( \sum_{a \in f} C_{a,n} \) cannot be negative, we do not have to consider the case that \( \sum_{a \in f} C_{a,n} < 0 \)). However, (11) implies that there exists some \( a_0 \in F \) and some \( n_0 \in N \) such that \( C_{a_0,n_0} > 0 \), and therefore condition (6) is violated.

Conversely, assume now that

\[ \sum_{a \in f} C_{a,n} = 0 \]

but \( h_{f,n} = 1 \) (note that condition (5) restricts that \( h_{f,n} \) is either 0 or 1). However, in this case, (7) is violated since \( 0 = \sum_{a \in f} C_{a,n} < h_{f,n} = 1 \).

Now we prove condition (10). Assume that \( h_{f,n} = 1 \) but \( \sum_{a \in f} C_{a,n} < 1 \). The latter implies that \( \sum_{a \in f} C_{a,n} = 0 \) must hold, which contradicts condition (7).

Conversely, assume that \( \sum_{a \in f} C_{a,n} \geq 1 \) but \( h_{f,n} = 0 \) (note again that condition (5) restricts that \( h_{f,n} \) is either 0 or 1). \( \sum_{a \in f} C_{a,n} \geq 1 \) implies that there is some \( a_0 \in F \) such that \( C_{a_0,n} > 0 \). Therefore, condition (6) is violated. \( \square \)

To discriminate among the different solutions, specifying which solutions are desired the most, we instruct the solver to find an application placement which maximizes the following optimization goal, where \( \mathcal{C} \) represents the current node assignment:

\[ \sum_{a \in A, n \in N} C_{a,n} \times \mathcal{C}_{a,n}. \]

Due to this optimization goal, application placements that minimize the number of application displacements are preferred. We aim for a low number of application displacements since displacements are considered to be time-consuming.

![Fig. 3.: A SysML internal block diagram, showing the structural design of APD-TT.](https://spring.io/)

4.3. Performance Evaluation

To evaluate the performance of APD, we developed the application-placement determiner testing tool APD-TT, which is a web tool that allows to test the placement behavior of an application-placement determiner in different situations and measure its performance. The idea is that a user defines test cases which specify the current system state in a JSON format as well as the event that triggers the computation of a new application-placement.

As illustrated in Figure 3, APD-TT mocks the behavior of the initiator unit, the current-state determiner, and the reconfiguration-plan advertiser. The actions performed by these components can be controlled and displayed using the AngularJS frontend of APD-TT. The backend of APD-TT is developed in Java and uses the Spring framework.\(^a\) It is responsible for providing the data required by the frontend via REST interfaces. Furthermore, the backend communicates with the application-placement determiner via gRPC.\(^b\)

The computer used to run the performance test was equipped with an Intel Pentium Silver J5005 processor and 8 GB memory. The specifications of this CPU are shown in Table 2.

Since the computational effort of solving the application-placement problem strongly depends on the size of the problem, we defined four problem-size classes for which we fixed the number of computing nodes to four and altered the

\(^a\)https://spring.io/.

\(^b\)https://grpc.io/.
number of applications. Each problem-size class consists of 1000 randomized test cases.

The average solving time of the different problem-size classes is shown in Table 3. This table shows that the correlation between the number of applications and the average solving time is almost linear. Note that all test cases are designed such that a valid solution exists. However, as not for all application-placement problem instances valid solutions exist, we designed sets of randomized test cases for which this is the case. The results of these test runs are shown in Table 4. These results indicate an exponential correlation between the number of applications and the average solving time in case no solution exists, reflecting the NP-hardness of the general problem. To potentially reduce the computing time, we adopted a parallel-solving heuristic as described next.

### 4.4. Parallel-Solving Heuristic

To increase the chances of obtaining a valid solution, we divide a given set $F$ of functions into several subsets. APD computes these subsets based on priorities in terms of the following four priority classes: $HIGHEST$, $HIGH$, $LOW$, and $LOWEST$.

Using these priority classes, APD computes the following subsets of applications:

$$F_0 = F = HIGHEST \cup HIGH \cup LOW \cup LOWEST,$$

$$F_1 = HIGHEST \cup HIGH \cup LOW,$$

$$F_2 = HIGHEST \cup HIGH,$$

and

$$F_3 = HIGHEST.$$

For each of those four subsets, APD starts a thread that computes an application placement that considers all applications that are part of the respective subset. Since $F_3 \subseteq F_2 \subseteq F_1 \subseteq F$ holds, we can assume, as illustrated in Figure 4, that the time required to find a valid application placement is highest for $F$ and lowest for $F_3$. Furthermore, it holds that in case a valid application placement for subset $F_i$ exists, for $0 \leq i \leq 2$, a solution for subset $F_{i+1}$ exists as well. On the other hand, if for subset $F_i$ no solution exists, we can infer that also for each subset $F_{i-j}$, for $1 \leq j \leq i$, no solution exists.

After the termination of all threads, APD selects the best available solution, whereby an application placement that considers all applications that are part of the respective subset. Since $F_3 \subseteq F_2 \subseteq F_1 \subseteq F$ holds, we can assume, as illustrated in Figure 4, that the time required to find a valid application placement is highest for $F$ and lowest for $F_3$. Furthermore, it holds that in case a valid application placement for subset $F_i$ exists, for $0 \leq i \leq 2$, a solution for subset $F_{i+1}$ exists as well. On the other hand, if for subset $F_i$ no solution exists, we can infer that also for each subset $F_{i-j}$, for $1 \leq j \leq i$, no solution exists.

After the termination of all threads, APD selects the best available solution, whereby an application placement that considers all applications that are part of the respective subset. Since $F_3 \subseteq F_2 \subseteq F_1 \subseteq F$ holds, we can assume, as illustrated in Figure 4, that the time required to find a valid application placement is highest for $F$ and lowest for $F_3$. Furthermore, it holds that in case a valid application placement for subset $F_i$ exists, for $0 \leq i \leq 2$, a solution for subset $F_{i+1}$ exists as well. On the other hand, if for subset $F_i$ no solution exists, we can infer that also for each subset $F_{i-j}$, for $1 \leq j \leq i$, no solution exists.
Defining a maximum solving time is desirable since some safety-critical situations require an application placement within a guarded time rather than a placement that considers all applications.

In case where for none of the four subsets a solution can be found, an emergency system brings the vehicle to a safe stop (Kain et al. (2020)).

5. Conclusion
In this paper, we addressed the application-placement problem for the case of autonomous driving. In particular, we presented a distributed software architecture that allows handling the application-placement problem. Based on this architecture, we implemented APD, a solver for the application-placement problem using linear programming.

For future work, we plan to further improve the performance of the APD solver and integrate it into our approach for a fail-operational system design, called FDIRO (Kain et al. (2020)). This includes also the development of a redundancy concept for the components responsible for handling the application-placement problem to increase the overall reliability. Furthermore, we plan to use APD in our framework for a context-based system architecture for autonomous vehicles (Kain et al. (2020)).
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