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Levels of Autonomy (LOA) is a popular subject in both scientific and regulatory literature. This applies to many 
different types of autonomous systems, but here we will focus on "Maritime Autonomous Surface Ship" (MASS). 
LOA is often looked at as a scale on which one can measure autonomy, as if it is a gradually emerging property of 
a system. We will argue that it is more useful to look at autonomy as a binary concept, it is either present or it is not.
There are differences in what functions the autonomy covers and under what conditions autonomy can be used
safely, but that is not something that can easily be measured on a numeric scale.
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1. Introduction
Levels of Autonomy (LOA) is a popular subject 
both in scientific and regulatory literature (Vagia, 
Transeth, and Fjerdingen 2016; Rødseth, 
Wennersberg, and Nordahl 2022b). This applies 
to many different types of autonomous systems, 
but this paper focuses on Maritime Autonomous 
Surface Ships (MASS), i.e., ships above 500 gross 
tons that may sail on international voyages.

In the maritime area, LOA is often used to 
describe how automated or how independent the 
operation of a MASS is from human supervision 
or intervention. LOA may also cover if crew 
resides on the ship or are located elsewhere. 
Different schemas have been proposed to capture 
the various combinations.

The International Maritime Organization
(IMO) used four degrees of autonomy during their 
regulatory scoping exercise for MASS (IMO 
2018) that covers four combinations of 
automation levels and where operators reside.

Although not directly relevant for MASS, 
The Central Commission for the Navigation of the 
Rhine (CCNR) has proposed six levels of 
automation for inland vessels (CCNR 2022). The 
structure of these six levels are based on the 
structure of the six levels of driving automation as 
proposed by the Society for Automotive 
Engineers (SAE), for application to road vehicles

(SAE 2021). This classification focuses mainly on
what functions automations takes care of, i.e.,
longitudinal versus transversal control, and how 
fallbacks, i.e., when automation is no longer 
capable of control, are handled.

Lloyd’s Register (LR) proposes seven 
autonomy levels from AL0 to AL6 (Lloyd’s 
Register 2017) while DNV defines five levels for 
navigation functions (DNV 2021). These 
classifications defines the relationship between 
operator and automation, e.g., via decision 
support and operator on the loop, to full automatic 
control without operator intervention.

Sheridan and Verplank (1978) defined 10 
levels of supervisory control that is often cited in 
relationship to LOA. However, these 10 levels are 
more describing different stages in a decision 
pipeline where the human is effectively in control 
up to level 6 and the automation takes over control 
from level 7 and up.

ALFUS (Huang et al. 2005) is a different 
approach where both degree of automation as well 
as environmental and mission complexity is taken 
into consideration. This is a form for multi-
dimensional quantification of autonomy. 

Another approach is taken by the 
International Organisation for Standardization 
(ISO) in its Vocabulary for Autonomous Ships
(ISO 2022) . Here, an informative annex links 
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different degrees of human control (DoC) and 
degrees of automation (DoA) together. The result 
is a more descriptive version of the relationship 
between the humans and automation systems for
different of degrees of autonomy (DOA). We will 
come back to this in section 5.

It is also necessary to consider for what 
purpose a LOA is used. Some LOAs are used to 
do comparisons between different autonomous 
systems, such as ALFUS. Others are used to 
classify relationships between increased 
automation to existing rules and regulations, such 
as the IMO system. Others, like DNV and LR are 
used to define new requirements to systems with 
increasing levels of automation. Our interest is 
mainly to use the LOA to classify the respective 
“areas of responsibility” of automation and 
human when controlling the ship. This is directly 
related to defining necessary operational 
procedures for humans and corresponding 
requirements to automation.

Section 2 will provide our definitions of 
autonomy and automation and how the operator 
fits into that picture. Section 3 gives a brief note 
on the issue of operators being locally present or 
not., where it is argued that this should not be a 
part of the definition of autonomy. Section 4
discusses how this leads to the concepts of 
constrained autonomy, operational design domain 
and operational envelope. Section 4 discusses a 
paradigm where we have a real “cooperation” 
between humans and automation to keep the ship 
efficiently and safely sailing. This includes the 
definition of different operational modes and a
discussion on the difference between having crew 
onboard or in a remote control centre (RCC).
Section 6 will give a brief argument on why full 
autonomy is not so relevant for MASS. Section 8
discusses operator control modes as opposed to 
autonomous operation and section 8 gives a
summary of the different processes that are 
needed on a ship and the implications for ship 
autonomy. Section 9 contains our conclusions.

2. Automation versus Autonomy
The difference between autonomy and 
automation has been discussed for a long time and 
will continue to be discussed (Rødseth and Vagia 
2020; Rødseth, Wennersberg, and Nordahl 
2022b). Although there are many suggestions as 
to how differences can be determined, it can also 
be argued that there is no discernible difference at 

all. This has led the Society of Automotive 
Engineers (SAE 2021) and the Rhine 
Commission (CCNR 2022) to depreciate the term 
autonomy and use respectively “driving 
automation” and “automated navigation” instead.

However, as argued in our previous papers, 
we believe that a distinction is useful and that a 
useful definition can be provided for both terms. 
These definitions have been published in ISO/TS 
23860 (ISO 2022) and, slightly transcribed, they
read as follows:

Automatic: Processes or equipment that, 
under specified conditions, can function without 
human control.

Autonomous: Processes or equipment that,
under certain conditions, are designed and 
verified to be controlled by automation, without 
human assistance.

These definitions establish that automation 
is doing the same thing in both cases, but that 
autonomy appears when the automation can be 
trusted to control processes or equipment under 
the specified conditions. This does not completely 
avoid the ambiguity as shown below by examples 
related to a ship autopilot:

(i) The autopilot is autonomous with 
respect to control of the ship's safe 
sailing when there are no obstacles 
ahead. Automation can be trusted to 
control the ship if the operator knows 
that there is no chance of collision for a 
sufficient time ahead.

(ii) The autopilot is automatic with respect 
to control of the ship's safe sailing in 
areas with obstacles. An operator needs 
to continuously assess if it is still safe to 
sail on autopilot and take control if it is 
not. Automation cannot be trusted for the 
full scope of operations.

(iii) The autopilot is autonomous with 
respect to controlling the ship's safe 
sailing in areas with obstacles if it is 
connected to an anti-collision radar that 
can alert an operator sufficient time 
before a dangerous situation can occur. 
The autopilot can be trusted to sail the 
ship until the alert is activated.

The autopilot is doing the same automated 
function, but the property of autonomy is 
dependent on if it can be trusted to perform the
function without human supervision or assistance. 
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This is captured in the phrase “under certain 
conditions” in the definitions. Thus, we will argue 
that autonomy is a property that either exists or do 
not exist. Autonomy cannot as such be graded in 
levels.

Ships are complex systems with many 
different processes, where navigation is only one. 
In addition, one will need energy production, 
stability management, fire protection and more. 
The term “processes or equipment” captures that 
different processes may have different degrees of 
automation. As an example, fire protection may 
need to be autonomous under the whole voyage, 
while navigation may only be autonomous under 
conditions where anti-collision systems can be 
trusted to detect problems in time for operators to 
assist.

3. Remote control or crew onboard
Some LOA, e.g., the IMO definition, include the 
presence of crew onboard in the classification. As 
we argue in (Rødseth, Wennersberg, and Nordahl 
2022b), this does not change the definition of
autonomy, it only changes the maximum response 
time that operators need for intervention if 
automation finds out that it is no longer able to 
provide autonomous control. The issue of response 
times will be discussed in the next section and 
remote versus local presence will not be discussed 
further in this paper.

4. Constrained Autonomy
The previous section argued that autonomy requires 
that automation can be trusted to control a given 
process under certain conditions. When these 
conditions change, the operator needs to be alerted 
to handle the situation. However, this raises the 
question of how much time the operator needs to be 
able to safely take over control. This question is not 
easy to answer as it will depend heavily on the 
means to gain situational awareness and will likely 
be different for people located in an RCC than for 
those on a ship’s bridge. In Lu, Coster and de Winter 
(2017), experiments are done on car driving that 
indicates that seven seconds may be sufficient to 
safely take over control. The process to gain 
situational awareness on a ship or in a RCC is 
different from that in a car (Yoshida et al. 2020),
and we can also assume that the situational displays 
or tools will be different from what we see on a ship's 
bridge today (Ottesen 2014). Thus, it is not possible 

here to say exactly what time is required, but 
somewhere less than a minute for an RCC operator,
from getting an alert that action is needed until he or 
she can safely take over control is in our opinion 
very likely, given the above referenced studies. One 
can here assume a control room setup as that 
suggested in the MUNIN project (Porathe 2014),
with each operator being responsible for a maximum 
of six ships and having back-office operators for 
handling more complex incidents that the front-end 
operator cannot immediately correct.

The issue of “out-of-the-loop loss of
situational awareness” (Endsley 2017) is an 
obvious addition to the problem. We should avoid 
having one operator continuously monitoring one 
ship, where most of the time nothing happens. A
better approach is to let the automation system alert 
the operator when attention is needed, freeing the
operator to do other things when automation is in 
control. However, this requires that the automation 
can detect that conditions change so that operator 
attendance may be needed, early enough for the 
operator to gain situational awareness and safely 
take corrective actions.

We have in a previous paper (Rødseth, 
Wennersberg, and Nordahl 2022a) introduced the 
maximum response time or TMR for the time the 
operator needs to get sufficient situational awareness 
to control the ship safely. Likewise, we defined the 
minimum deadline or TDL as the minimum time the 
automation system can “look ahead” and reliably
predict that the operator will not be needed to take 
over control. These time constants can be used to 
define a necessary criterion for safe use of autonomy 
by requiring that TDL > TMR under the prevailing
operational conditions.

In the car industry, (SAE 2021) defines the 
Operational Design Domain (ODD) as 
“Operating conditions under which a given 
driving automation system or feature thereof is 
specifically designed to function.” This implies 
that operator attention is needed immediately 
after the system exits the ODD. To satisfy the
above timing criteria, the automation must limit 
itself to a subset of the ODD where it is still time 
for the operator to regain control when conditions 
change. We propose the term “constrained 
autonomy” for this form of autonomy, as the 
autonomy is “self-constrained” to this subset.
Likewise, we can define the “Constrained 
Autonomy Domain” (CAD) as the conditions under 
which the automation system can safely control a
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ship process and reliably alert the operator in time to 
safely take over control when these conditions 
change.

Most autonomous ship projects known 
today, e.g. Yara Birkeland and ASKO (Felski and 
Zwolak 2020), have restrictions on where they 
can operate. Currently, this is mainly related to a 
defined geographic area in national and relatively 
sheltered waters. This means that there are limits 
to what conditions the ship can operate under, 
even when humans assist the automation. The 
Operational Envelope (OE) is proposed as a term 
for the combined capabilities of the automation 
systems and the humans that are involved in 
MASS operations, and is by ISO (ISO 2022)
described as the “conditions and related operator 
control modes under which an autonomous ship 
system is designed to operate, including all 
tolerable events.” 

This also means that these transitions between 
operator and automation control is a designed 
feature of the system and are not considered to be 
fallbacks. The ISO standard also defines fallback as 
a “designed state that can be entered through a 
fallback function when it is not possible for the 
autonomous ship system to stay within the 
operational envelope”.

Note that the standard uses the term “fallback” 
rather than “minimal risk condition” or similar. This 
is because the requirement is that a fallback state 
should not result in an intolerable risk, and this may 
be either in the “as low as reasonably practicable,”
“acceptable” or “negligible” risk regions (Melchers 
2001). It is in general not a minimum risk.

Thus, the different operational domains can be 
illustrated as sub-sets of each other as seen in Fig. 1.
The fallback space consists of the defined fallback 
states and will be outside the operational 
envelope.

 
Fig. 1. Nested operational domains.

5. Operator and Automation Cooperates

The assignment of trust to the automation system
to enable autonomy, means that the operation of 
the autonomous ship can be seen as a true
cooperation between human and automation. 
Only one of them is in control at a given time and 
when automation is in control, within the CAD, 
the operator is free to do other things than 
continuously overseeing the automation.

This defines three cooperation modes where
the relationship between TDL and TMR is also 
defined:

Operator exclusive (OE): Outside ODD where 
operator may be assisted by the automation but 
is in control and needs to be immediately able 
to intervene (TDL = 0, TMR = 0).
Operator Assisted (OA): In the ODD but 
outside CAD. The automation can still control 
the ship but needs continuous attention by the 
operator. The operator is in control but can use 
own judgement to leave the control position
for shorter periods (TDL 0, TMR = 0).
Constrained Autonomous (CA): In the CAD 
where automation is safely in control and will 
alert operator before intervention is needed.
Automation is in control (TDL > TMR).

When the system is in ODD, but outside CAD it
means that there is a TDL 0, but that its value is 
not known by the automation, hence, continuous 
operator attention is needed.

In previous papers, we have also suggested 
a fourth mode: Full Autonomy (FA, TDL = ),
where no operator is needed at any time during the 
ship’s operation. As we will come back to in 
section 6, this is an unlikely mode for MASS, but 
can be used to give a more complete overview of 
all operational modes.

As stated in section 3, the difference 
between having crew onboard or in an RCC is the 
maximum response time (TMR). During working 
hours with crew on or near the bridge, response 
times would be similar to that of RCC operators. 
However, if autonomy was to be used to allow 
crew to go to sleep during night-time oceanic 
passages and with no RCC crew as backup, the 
maximum response time would be significantly 
longer, e.g. 20 minutes. This would not change 
the operational modes but would require that the 
automation system must have a correspondingly
longer minimum deadline (TDL), i.e. 20 minutes.
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This may be feasible on open sea and fair weather,
with a good long-range radar for anti-collision.

6. Full Autonomy or Not?
The concept of “full autonomy” or “full 
automation” is used in most proposals for levels of 
automation or autonomy. Most authors, including 
in IMO, agree that full autonomy means that the 
operator is or may be completely out of the control 
loop. However, it can be discussed whether this is 
a viable concept, at least for ships:

(i) Normally, one will want to use the ship 
for a specific purpose, which requires 
that one can instruct it to do the intended 
task. The task may also change during 
the ship's voyage, requiring an update to 
the instructions. This is not consistent 
with full autonomy.

(ii) There is a fair degree of agreement in the 
legal community that future 
interpretation of international legislation 
may allow that a ship’s Captain to be in 
the RCC (Ringbom and Veal 2017; Van 
Hooydonk 2014). There is even less
doubt that you will need a Captain 
somewhere and that the Captain must
have some measure of control over the 
ship. Thus, no full autonomy.

(iii) Ships are high value assets, and it is not 
likely that the owner will leave it to its 
own devices without some form of 
supervision and possibility for control.

(iv) There is also doubt that the ship can be 
safely designed to operate fully without 
human assistance within today's rules 
and legislation (Porathe et al. 2018).
This also puts the idea of full autonomy 
into doubt, at least for the near future.

(v) Components will ultimately fail, or the 
ship will encounter conditions outside its 
operational envelope. In these cases, 
some form of fallback will be activated, 
but this will most likely require human 
intervention to restore the ship-functions 
to normal or to salvage the ship.

(vi) If there is indeed an RCC, even only for 
supervision, it does not make economic
sense to develop automation that can 
handle all and every situation. As an 
operator is available, it is in most cases
more cost-effective to leave some of the 

more complex situations to that operator 
(Porathe et al. 2018).

On a certain level one can argue that a fully 
autonomous ship is a simpler concept than a 
partly autonomous ship that requires interaction 
with human operators, see e.g., Endsley (2017).
However, in addition to the practical and legal 
issues, a fully autonomous systems presents 
complex problems in proving that the automation 
is really is fully up to its task. Thus, it can be 
argued that it is indeed not desirable to have a 
fully autonomous ship.

7. Operator Control Modes
Some LOAs, particularly those based on Sheridan 
and Verplank’s scale of teleoperations (1978),
measure how the operator is involved in the 
control of the system when responsibility for 
actions lays on the operator. This may range from 
direct control of levers to just the possibility of 
vetoing the automation’s proposed action. In our 
terminology this means that the operator is still in 
control and that the system is not autonomous.
Thus, one should avoid calling this “levels of 
autonomy” or similar. In ISO/TS 23860 this is 
called operator control modes and simplified to 
four levels: Monitoring, strategic control, tactical 
control, and direct control. Monitoring may be 
used both in autonomous or operator controlled
operation. 

8. More Than One Process to Automate
In the preceding discussions it has been 
mentioned that there is more than one process 
onboard the ship that needs to be automated.
Some examples are energy production, water 
ingress detection, stability and ballasting, fire 
detection and so on. Most of the focus in current 
literature is on sailing the ship (outlook and 
manoeuvring) which is arguably the most 
complex, as it also involves interactions with 
other, mostly crewed ships.

However, it is necessary to consider all 
processes and what level of autonomy they should 
have when designing new ship systems,
particularly when uncrewed operation is intended.
This causes some complexity in the 
characterization of the ship’s autonomy as 
compared to the individual processes’ autonomy.
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One may also get into situations where 
different processes are controlled from different 
RCCs, further complicating the design.

However, the principles presented in this 
paper are independent of process type and should 
be applicable to all, although the full system 
aspect obviously also must be covered. That is 
outside the scope of this paper.

9. Conclusions
In this paper, we have argued that autonomy must 
mean that the operator can trust the automation to 
do its assigned job and, hence, that no attention 
from the operator is needed during autonomous 
operation. The control responsibility is shared 
between operator and automation, where only one 
is in control at any given time. This, however, also 
requires that the automation, when in control,
have sufficient situational awareness to alert the 
operator early enough to let the operator assess 
the situation and safely take over the controls.
Thus, there are no degrees of autonomy:
Autonomy should be seen as a binary property, 
either it is there, or it is not.

However, this definition of autonomy gives 
rise to three or four (if full autonomy is included) 
cooperation modes as listed in section 5. As 
furthermore argued in sections 3 and 5, these 
modes are independent of the operators being on 
the ship or in an RCC. Operator control modes 
(section 7) can be added to show how the operator 
controls the system, when using the OE or OA 
cooperation modes.

Many of the existing definitions of levels of 
autonomy is based on similar operator control
modes, sometimes modified by where in the 
decision pipeline the operator is placed, e.g. “in 
the loop” control versus “on the loop” control.
Thus, one may claim that there is not anything 
fundamentally new in the definitions proposed in 
this paper. However, in our experience with safety 
and risk assessment of MASS, this way of 
defining automation capabilities, and in particular 
the use of the operational envelope and associated 
concepts, gives a clearer description of the 
requirements both to automation and to operators. 
We also believe that this way of describing 
interactions between operator and automation 
better emphasizes the necessity of proper 
handover of control when operational modes 
changes, as well as the associated timing 
requirements.

The proper level of trust in automation is a 
prerequisite for safe and efficient design and use 
of MASS. 
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