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One of the main challenges of applying machine learning algorithms for industrial fault detec-
tion is the scarcity of annotated data, especially from faulty or degraded regimes. Commonly
used approaches resort to residual-based anomaly detection (AD), thereby training machine
learning models with normal, anomaly-free data exclusively, and detecting deviations from
normal behavior during deployment *2-34, However, in real-world industrial and operational
systems, it is often the case that the training data is completely unlabeled, and may contain
anomalies. Thus, training residual-based AD models with unlabeled, potentially contaminated
data may result in reduced AD performance.

In this work we present a novel approach to the refinement of contaminated training
data in an entirely unsupervised manner, enabling high performance AD despite the data
contamination. The proposed framework is generic and can be applied to any residual-based
model, whether reconstruction-based (such as Principal Component Analysis or Autoencoder
neural networks), or regression-based (from linear regression to deep neural networks). We
demonstrate the application of the framework to two public data sets of time series data:
acoustic signals from industrial machines, and aircraft engine data. The two examples differ in
their physical systems as well as in their fault dynamics (sudden failures vs. slow degradation).
We show the superiority of the framework over the naive approach of training blindly with
contaminated data. In addition, we compare its performance to the ideal reference case of
AD with anomaly-free training data. We show that the proposed framework is similar and
sometimes outperforms this ideal baseline.
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