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Reliable operation of the distributed control system (DCS) is an important guarantee for the economy and safety 
of nuclear power plants (NPPs). Due to the complexity of functions and structures, the diversity of equipment and 
interfaces, there may be random faults or systematic faults in the DCS system that cannot be self-detected. It is an 
important topic to analyse and identify typical faults of DCS systems and equipment, and to establish the 
correlation between fault modes and fault phenomena. Based on commonly used FMEA method, this study 
collects typical system-level and component-level fault types of DCS systems and establishes a typical fault effect 
model in three dimensions (severity of fault consequences, probability of the environment excitation, and scope of 
the fault) to describe the fault impact. Fault simulation is an effective way for fault analysis. Based on two 
simulation software packages, a minimised DCS simulation system is built with the capability of fault simulation, 
comprising Level 0 process system, Level 1 control system, and Level 2 human-machine interface (HMI). The 
study further performs the implantation and monitoring of several typical DCS faults based on this virtual 
platform, which helps to validate the fault effects and improve the fault monitoring methods. 
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1. Background 
Nuclear safety is the cornerstone of the steady 
development of the nuclear power industry. The 
distributed control system (DCS) is regarded as 
the nerve centre of a nuclear power plant (NPP), 
and its reliability is related to the safe and 
reliable operation of the entire power plant, and 
is the basis and premise of nuclear safety. 

Digital DCS of an NPP has the 
characteristics of complex structure and software, 
numerous equipment and interfaces, and high 
coupling of software and hardware. Although 
digital DCS has certain self-diagnostic functions 
to identify the abnormal status of some systems, 
equipment, interfaces or boards, it may still have 
latent faults that cannot be easily identified. It is 
necessary to study the causes, effects and 
monitoring methods of typical DCS faults of an 
NPP in order to avoid the expansion of failure 
effects and reduce the economic losses caused by 
the faults. 

Zhang et al. (2018) proposed a fault 
diagnosis method combining hardware 
redundancy and discrete wavelet transform for the 
sensors important to safety of the NPPs. Guo et al. 
(2021) analysed the impact of the common cause 
failures for the DCS in an NPP and proposed a 
discrete-time Bayesian network method for the 
reliability analysis. Yankai, Xu, and Meng (2020) 
performed the reliability analysis for the DCS 
hardware and software with digital FMEA method. 
Li et al. (2022) performed the fault tree analysis 
for a safety level DCS in an NPP to identify and 
eliminate the system weaknesses.  Shi, Huang, 
and Jia (2022) proposed a testability analysis 
technology of DCS in the NPP based on 
dependence model, which helps to detect the 
faults of internal components in time. Li et al. 
(2014) combined the actual characteristics of DCS 
systems in nuclear power plants and chose a 
consulting system type of structure to establish a 
basic architecture of fault diagnosis expert system. 

Guo et al. (2022) proposed a three-
dimensional mapping relationship between the 
hidden faults of the DCS and the environmental 
model, and the environmental mode was 
classified into specific application environment, 
specific application method and long-term 

dynamic operation.  Guilian et al. (2022) 
analysed the significance of the virtual DCS, 
including system state detection, health 
assessment, and fault diagnosis. Guilian et al 
then proposed and built a remote intelligent 
operation and maintenance framework of the 
DCS. 

The research of this paper is: firstly, to 
study the basic failure modes and failure effects 
of DCS systems and model the failure effects to 
facilitate the failure effects analysis. Secondly, 
based on the virtual PLC and virtual process 
system, a virtual DCS platform is established to 
provide verification tools for the subsequent 
implantation and monitoring of typical DCS 
faults. Thirdly, the DCS fault simulation and 
monitoring platform based on the virtual DCS 
carries out typical fault simulation and 
monitoring tests which helps for fault analysis. 
The above three parts of work are discussed in 
Sections 2, 3 and 4, respectively. 

2. Typical Fault Modes and Effects Analysis 
of DCS 

Determining fault modes or failure modes is the 
prerequisite for fault simulation and monitoring 
studies. It is necessary to determine the 
important fault modes that can occur in DCS 
systems and equipment based on their 
characteristics. The FMEA method is used in 
this paper to analyse the fault types, fault causes 
and fault effects of typical faults of DCS in NPPs, 
so as to establish a typical fault impact model of 
DCS.  

2.1. Typical fault modes of systems and 
electronic components 
DCS fault types are divided into two categories: 
random faults and systematic faults. Random faults 
occur at an undetermined time but follow a specific 
probability distribution and can be used to describe 
hardware and human-caused faults. Systematic 
faults are defined as deterministic faults under 
specific conditions and are further divided into 
three categories: hardware, software, and human-
caused faults. 



1426 Proceedings of the 33rd European Safety and Reliability Conference (ESREL 2023)

Table 1. Generic system-level fault modes. 

No. Fault modes 
1 Failure in operation 
2 Cannot run at the specified time 
3 Cannot stop running at the specified 

moment 
4 Run ahead of schedule 

Table 1 lists common system-level fault 
modes, which provide the basic direction for 
subsequent specific FMEA. By extending Table 
1, the classification of fault modes can be made 
more specific, which in turn leads to typical 
failure modes and mechanisms of equipment 
components according to the type of equipment 
component. 

Table 2. Some typical fault modes and 
mechanisms of DCS components. 

Components Fault modes 
Transistor Disconnection 

High Ice 
B-C junction short circuit 

Relay Open contact 
Open coil 
High contact resistance 

Transformer Open winding 
Shorted winding 

Resistor Open Circuit 
Short circuit 
Drift 

Capacitor Short circuit 
Open circuit 
Leakage 

Connector Misalignment 
Corrosion 

For common components and parts, their 
fault modes can be determined from relevant 
standards and manuals. According to the types of 
equipment components, some typical fault 
modes and mechanisms are given in Table 2. 

2.2. Typical Fault Effect Model of DCS 
According to multiple judgment bases such as the 
occurrence probability of environmental excitation, 
the impact range of defect faults, and the 
comprehensive evaluation of the severity of defect 
consequences, the impact of typical faults is 
analysed, and the three-dimensional mapping 

relationship of fault impact is established, as shown 
in Fig. 1. 
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Fig. 1. DCS Typical Fault Effect Model. 
 

The model shown in Fig. 1 can be regarded 
as a simplified model of Risk Priority Number 
(RPN) method, which can be used in situations 
where neither the probability of occurrence nor 
the severity can be easily quantified. The three 
dimensions of the model correspond to the 
severity level and probability level of the RPN 
method respectively. The model only roughly 
estimates the probability of fault, and the 
specific fault probability needs to be determined 
in combination with the manufacturer's data, 
operation and maintenance data of the actual 
equipment. 

3. DCS Fault Simulation and Monitoring 
Platform Construction 

Fault simulation is an effective way for fault 
research. Based on conventional DCS system, 
the virtual software-based fault simulation DCS 
platform can be used to realize the implantation 
for hardware and software faults in typical DCS 
systems of NPPs, i.e., the fault scenarios to be 
simulated are set in the simulation platform 
through the network. At the same time, the 
feedback data of the embedded faults can be 
collected through the network and reflected 
visually through the human-machine interface 
(HMI). 

The virtual software-based DCS fault 
simulation and monitoring platform consists of 3 
parts, namely: Level 0 process system, Level 1 
control system, and Level 2 HMI. The 
architecture of the platform based on virtual 
software is shown in Fig. 2, where the process 
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system is designed as a water level single-loop 
control system. 
 

           Level 0 process system

Level 1 control system

Level 2 HMI

AI measurement signals
DI status signal

AO &  DO Operating 
instructions

AI measurement signals
DI status signal

Operating 
instructions

 
Fig. 2. Architecture of virtual fault simulation 
platform for DCS systems. 
 
3.1. Level 0 process system model 
The simulation model of the process system built 
in this study is a water circulation system: the 
tank can be filled with water by a pump, and the 
tank has a drainage pipe to discharge the water to 
the storage tank; the water level of the tank is 
controlled by a single-loop control loop, and 
when the water level of the tank is set, the PID 
module adjusts the speed of the pump according 
to the actual water level deviation, thus 
regulating the water inlet flow of the tank, so 
that the water level reaches the set value. The 
Level 0 process system model is built by vPower 
simulation software developed by Neoswise 
company (http://www.neoswise.com.cn/). 

3.2. Level 1 control system model 
The virtual fault simulation platform employed a 
set of virtual PLC to realise the control functions 
of the Level 1 layer of DCS. Specifically, this 
study uses Siemens S7-PLCSIM Advanced V3.0 
simulation software to realise the functional 
simulation of the PLCs and Siemens TIA Portal 
V17 to realise the control logic configuration of 
DCS Level 1 (https://support.industry. 
siemens.com/). Level 1 enables communication 
with Level 0 via the OPC-UA protocol. The 
virtual PLC start-up screen is shown in Fig. 3. 

 
Fig. 3. Front panel of virtual PLC. 
 

3.3. Level 2 human-machine interface 
The Level 2 HMI of the virtual fault simulation 
platform implements the control and monitoring 
of the water level regulation loop, and the main 
monitoring screen of which is shown in Fig. 4. 
The HMI is implemented by the vPower 
software. Level 2 also communicates with Level 
1 via the OPC-UA protocol. 
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Fig. 4. Virtual fault simulation platform Level 2 monitoring interface. 
 

Table 3. Faults implanted by virtual fault simulation platform. 

No. Fault 
location 

Fault mode Expected fault phenomenon Implantation method 

1 Level 0  Analogue signal 
drift 

Observes analogue signal drift at Level 
2 

Adds random error simulation 
signal drift at Level 0 

2 Level 0 Switching signal 
disconnection 

Observes a change in the state of the 
switching signal and alarms at Level 2 

Forced switch signal change at 
Level 0 

3 Level 0 Drive relay 
malfunction 

Pump/valve malfunction observed at 
Level 2 

Forced switching signal change 
at Level 0 

4 Level 0 Analogue signal 
drift 

Observes a drift in the analogue signal 
with no significant change in other 
signals at Level 2 

Sets the trend of the analogue 
signal at Level 2 

5 Level 1 Power supply/CPU 
module failure 

Observed at Level 2 heartbeat signal 
stopped, display not refreshed, control 
commands not issued, PLC status 
change observed at Level 1 

PLC set to standby at Level 1 

6 Level 1 DI module failure Pump and valve status abnormal at 
Level 2, double 0 fault reported 

Force all DI module input 
signals to 0 at Level 1 

7 Level 1 AI module failure Abnormal analogue display and alarm 
at Level 2 

Force AI module to collect 
0mA at Level 1 

8 Level 1 PLC software 
failure 

Analogue display stuttering at Level 2 Add analog delay at Level 1 

9 Level 2 HMI software 
failure 

No display at Level 2, abnormal screen 
display 

Design the Level 2 software as 
an exception 

10 Level 2 HMI 
misconfiguration 

Tank inlet valve closed when tank 
outlet valve is closed at Level 2 

Misconfigured HMI at Level 2 
 

DCS Fault Simulation Platform – water-level adjustment loop 

Tank – Water level 

Flux 

Valve0 

Valve2 Pump0 

Pump Speed 

Valve1 

Comm Heart 
Signal 
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Fig. 5. Level 2 HMI with implanted DI module failure. 
 

 
Fig. 6. Level 2 HMI with embedded analogue signal drift faults. 
 

DCS Fault Simulation Platform – water-level adjustment loop 
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Fig. 7. Level 2 HMI after HMI software failure implantation at Level 2. 
 

4. Experiments and Discussions 
In this study, a set of fault modes of typical DCS 
systems and equipment is selected and the virtual 
fault simulation platform is used for fault 
implantation and monitoring. Based on the location 
of the faults, the implanted faults are classified into 
Level 0, Level 1 and Level 2. The typical faults 
implanted are shown in the Table 3. 

Fig. 5 shows the fault mode "DI module 
failure" in Table 3. In the experiment, after 
pressing the corresponding button in the fault 
implantation page, the values of the DI signals 
collected by the Level 1 virtual PLC are forced 
to 0. The HMI flow chart page of the pump and 
valve both show double 0 abnormal alarms ("O" 
and "F" alarms), i.e. no "open in place" and 
"close in place" signals are received. This state is 
as expected for the fault phenomenon. 

Fig. 6 shows the phenomenon after the fault 
mode "Analogue signal drift" has been implanted 
in the simulation platform. After pressing the 
corresponding button on the fault implantation 
page, the output tank level signal is forced to 
drift at Level 0. This fault mode can be identified 
from the variable trend graph at Level 2. 

Fig. 7 shows the phenomenon after the 
implantation of the "HMI software failure". 
After pressing the corresponding button on the 
fault implantation page, the Level 2 HMI does 
not display the screen normally, so the device 

status, the parameters, and the heartbeat signal 
are not displayed, which makes it easy to 
identify the fault from the HMI. 

By establishing a software-based virtual 
DCS platform, this research has enabled the 
implantation and monitoring of typical faults in 
the DCS. 

It should be noted that all the typical faults 
shown in Table 3 have been simulated in the 
research. Due to space limitation, only three 
examples are given in this paper to prove the 
effectiveness of the fault simulation method for 
fault research. This research is based on the 
simulation of fault phenomena and effects, and it 
is not yet possible to realize fault simulation 
from the perspective of fault generation 
mechanism. 

5. Conclusion 

Reliable operation of DCS is an important 
guarantee for the economy and safety of nuclear 
power plants. Due to the complexity of functions 
and structures, the diversity of equipment and 
interfaces, DCS systems cannot achieve a high 
fault self-test rate. It is an important research 
problem to identify the faults of typical DCS 
systems and equipment, and to establish the 
correlation between fault modes and fault 
phenomena. 

DCS Fault Simulation Platform – water-level adjustment loop 
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Based on commonly used FMEA method, 
this study collects typical system-level and 
component-level fault types of DCS systems and 
establishes a typical fault effect model in three 
dimensions to qualitatively describe the fault 
impact. Based on two simulation software 
packages, a minimised DCS system is built, 
comprising Level 0 process system, Level 1 
control system, and Level 2 HMI. The study 
further implements the implantation and 
monitoring of more than ten typical DCS faults 
based on this virtual platform. 

This study has practical engineering 
implications for verifying and improving the 
fault monitoring of DCS systems and equipment, 
and improving system reliability. 
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